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Abstract

This study analyses the dynamic characteristics of staffing employ-
ment across different business sectors and across different geographical
regions in the Netherlands. We analyse a micro data set of the market
leader of the Dutch staffing employment market, i.e. Randstad. We apply
the dynamic factor model to extract common information out of a large
data set and to isolate business cycle frequencies with the aim of fore-
casting staffing and total employment. We identify regions and sectors
whose cyclical developments lead the staffing labour cycle at the country
level. The dynamic factor model exploits these leading characteristics at
the disaggregate level to forecast the country aggregate. Finally, both
dynamic and static factors turn out to be predictive summary statistics
of the micro data set when employed to forecast total employment at the
country level.

keywords: business cycle, dynamic factor model, disaggregate forecast-
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1 Introduction

Flexible staffing agency work is characterized by a triangular relationship be-

tween the user firm, the employee and the private labour market intermediary
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(cf Gottfried, 1992). The staffing agency is a private matchmaker that acts
as an intermediary between temporary labour supply and demand. Staffing
agencies derive their income from fees charged to user firms for the temporary
employment of workers registered with the agency. Staffing agencies perform
the recruitment of personnel and provide a ready source of labour for their busi-
ness clients. The flexible staffing industry effectively creates a spot market for
labour, so user firms can replace absent employees or adjust the labour force to
short-term changes and fluctuations in market demand without incurring the
usual hiring and firing costs (cf. Katz and Krueger, 1999). From the perspective
of the client firm, flexible staffing labour constitutes a mere variable factor of
production.

Peck and Theodore (2007) and Theodore and Peck (2002) show that the
American flexible staffing industry is not just a purveyor of flexibility at the
micro level of meeting the needs of individual enterprises, but also at the macro
level of mediating macroeconomic pressures and socioeconomic risks across the
labour market as a whole. During the last 30 years, temporary employment
expanded rapidly prior to macroeconomic upturns, while sharp declines in tem-
porary employment preceded recessions. (cf. Segal and Sullivan, 1997; Theodore
and Peck, 2002). Hence, fluctuations in staffing employment are timely indica-
tors of broader business cycle motions.

Berkhout and Van Leeuwen’s (2004) international comparison shows a ma-
ture Dutch flexible staffing industry that serves a relatively large part of to-
tal employment. Goldschmeding (2003), Franses and de Groot (2005b) and
Den Reijer (2009) analyse the Dutch staffing labour market developments to
monitor and forecast macroeconomic business cycles. The primary objective of
this paper is to document the cyclical developments of staffing employment in
the Netherlands at the disaggregate level and to identify the regions and sectors
that show leading properties, (cf. Forni et al., 2001). Like Kvasnicka’s (2003)
German data set, the observations are directly obtained from the administrative
source of a market participant instead of using survey based data. The second
question is then how the disaggregate information, particularly the identified
leading indicators at the sectoral and geographical level, can be exploited to
forecast the country aggregate of staffing employment. The paper is structured
as follows. Section 2 describes the staffing labour market and the available
data set. Section 3 introduces the factor model that is employed to extract
the staffing labour cycle from the data. Section 4 classifies the staffing labour
cycle at the disaggregate level and identifies the leading and lagging regions and
sectors. Section 5 compares different model specifications that exploit the in-
formation at the disaggregate level to forecast the staffing labour developments

at the country level. Finally, section 6 employs the staffing employment data to



forecast total employment.

2 Staffing agency work

The private employment agency, which is often referred to as staffing services
organization!, transforms labour from a quasi-fixed into a variable factor of
production and therefore effectively create an efficient spot market for labour.
The structure of the labour market and the importance of temporary and agency
work differ between countries because of the legislative framework, see Berkhout
and Van Leeuwen (2004) for an international comparison and Dunnewijk (2001)
for a brief history in the Netherlands. The comparatively mature Dutch staffing
services market grew from its inception as a percentage of the labour force
from 0% in 1960 to 5% in 2004. Randstad Netherlands (Randstad hereafter)
is the market leader and covers a stable market share of 40% over this entire
period (cf. Franses and de Groot, 2005a¢). Randstad is the country branch of
Randstad Holding?, which is one of the largest temporary and contract staffing

organizations in the world.

2.1 Data

The data set is directly obtained from the administrative source of Randstad
and are nearly real-time available. The available data set consists of 1.276.393
observations on the number of contracted staffing hours. The data run from 1998
until 2005 and each year is divided into 13 subsequent administrative periods
of a four week duration. Every observation consists of four dimensions; the
number of staffing hours for each time period is sectorally and geographically
disaggregated. The sectoral classification occurs along the four digit SBI-code
and the geographical classification along the four digit system of postal codes,
see appendix A for details.

At this level of disaggregation, each observation almost always corresponds
to a single user firm. By nature of staffing employment, a single user firm does
not make use of staffing services continuously during the entire sample period.
In order to create a balanced data set, we aggregate the individual observations
to the level of 15 regions and 58 sectors. The regions consist of the 12 provinces
from which the agglomerations of the three largest cities are separated out.

The sectors correspond to the two digit SBI-code. Now, Xj;: represents the

IThe terminology of "agency work", "agency worker" and "employment agency" is prac-
ticed by the International Confederation of Temporary Work Businesses (CIETT). The al-
ternative terminology of "staffing work", "staffing employee" and "staffing company" is used
by the American Staffing Association (ASA).

2see http://www.randstad.com



total number of hours of staffing employment in region ¢ = 1, ..., 15 and sector
7 = 1,...,58 during period ¢, running from the first period in 1998 until the
second period in 2005 consisting of 92 four-weeks periods. Moreover, we create a
balanced data set by deleting the combination of region 7 and sector j if the time
series shows missing observations, that is delete X;; if 3¢ such that X;;; = 0.
Out of the 15*58=870 possible combinations, the balanced data set consists of
N=536 different time series. Some combinations are not feasible as the type of
economic activity is hardly performed in the particular region, e.g. the activity
Fishing in the province Drenthe, or not present at all in the Netherlands, e.g.
the activity Mining of uranium and thorium ores. The resulting balanced data
set covers 97.3% of the total data set in terms of the number of observations and
98.2% in terms of the number of staffing hours. Seven sectors disappear for the
balanced data set and, on the other hand, 22 sectors do not lose observations
at all as a result of balancing the data set. The overall loss of roughly 2% of
observations is not concentrated within a specific remaining sector, region or
time period.

We calculate the aggregates of each sector i, each region j and the country
total as X, ; = Zj Xijitr Xujr = >; Xije and Xy =3, Zj X, ;. respectively.
In order to aply the dynamic factor model, all series are transformed to remove
non-stationarity and corrected for outliers. The stationarity inducing transfor-
mation amounts to calculating the period-on-period growth rates®, so we analyse
xijr = (1—L)In(X;;,), where L is the lag operator. The time series of growth
rates are corrected for outliers by replacing those observed growth rates that
are more than three sample standard deviations away from the sample mean

with the average of the remaining observed growth rates. In order to apply the
Tt
by subtracting the sample average from the outlier corrected growth rates and

factor method as outlined below, we construct standardized growth rates x

dividing by the sample standard deviation*.

3 Dynamic factor model

In order to extract the cyclical developments of staffing employment in the
Netherlands at the disaggregate level and to identify the regions and sectors
that show leading properties for the staffing cycle at the aggregate level, we
fit a dynamic factor model to the balanced stationary data set. We apply the

3 Considering the country total as a time series variable sampled at a quarterly frequency
over the sample period 1967.1-2004.4, Franses and de Groot (2005a) find no evidence for a
seasonal unit root performing the HEGY test statistic.

4Preprocessing the data by stationarity inducing transformation, outlier correction and
standardisation is common practice in the literature, see Breitung and Eickmeier (2006) for
an overview of factor models and their applications to economic indicators, forecasting and
business cycle analysis.



methodology of Forni et al. (2000; 2001; 2001; 2004; 2005) that was developed to
extract coincident and leading indicators for the euro area from a large panel of
economic variables of member countries. Factor models are a tool to cope with
many variables without running into problems of too little degrees of freedom
often faced in regression based analysis.

Firstly, factor models summarize large data sets in few underlying forces.
The extracted low-dimensional common information is then used to discern the
"common signal" y from the "idiosyncratic noise" ¢ for each of the underlying

variables, so

T3 = Xijt + &ijot (1)

The idiosyncratic motion of a variable includes the effects of local shocks that
are typically sector or region specific, while the common signal affects all sectors
and regions. The common component x;;+ is driven by the impact of k =1, ..., ¢
unobserved "dynamic factors" wug; that are common to all the variables in the
data set.

Secondly, the dynamic factor model allows for factor loadings «;jx (L), k =
1, ..., ¢q, which describe the dynamic impact of the common dynamic factors ug;

on the common component:

Xijt = iji (L) urg + o + aijq (L) uge (2)

The common driving forces uy can affect the individual variables with different
leads and lags, which enables to classify the variables, regions and sectors as
leading, coincident and lagging. The static factor model is a special case of (2)
for which the factor loadings ;3 only contemporaneously relate to the factors
Ut~

Thirdly, we further decompose the common component x;;; into a cyclical
medium- and long-run component ¢;;; and a non-cyclical seasonal and irregular
part 1);;¢, that is

T = Gije + Vije + ije- (3)

This decomposition is based on a two-sided, symmetric, square summable band-
pass filter 8 (L), which separates waves of periodicity larger than a given critical

number of periods 7 :

o0
Dijt = Z BeXijt—ks Br =

k=—0o0

{ 7 sin (2km/7) for k #0 @)

1/ for k=0

The cyclical medium- and long-run component ¢;;; is thereby filtered for short-



run seasonal and erratic fluctuations and therefore signals more smoothly the
underlying development of the staffing employment growth?.

In order to estimate the generalized dynamic factor model, we need to spec-
ify the number of dynamic factors ¢, the parameter M that determines the
maximum lag of auto-covariance matrix and the cyclicality parameter 7, see ap-
pendix A.4 for details. The identifying factor model assumption requires that
the ¢ largest dynamic eigenvalues diverge, whereas the remaining N — ¢ eigen-
values remain bounded as the number of time series variables N increases. We
follow Forni et al.’s (2000) approach and select ¢ = 3 in the finite-sample, be-
cause the marginal explained variance of the ¢ dynamic eigenvalue is larger
than 10% and the (¢ + 1) one is smaller than 10%. The corresponding ¢
dynamic eigenvectors are the estimators for the common dynamic factors uy,
k=1, ...,q and the dynamic factor loadings o;;i (L) describe the dynamic im-
pact of the k-th common factor uj on the time series variable z;;;. We use a
data dependent rule to set the maximum lead and lag of M periods, that is
aijk’inLi”ukt =0forn> M, at M (T) = round (2T(1/2)) = 19 for our data
set of T" = 92 observations in the time dimension. Finally, we set 7 = 13, so
all seasonality, which by definition entails a duration shorter than 1 year, or 13
periods, is filtered out. The medium- and long-run component then describes
the cyclicality of duration longer than one year and, given the length of the
sample of observations of T' = 92 periods, shorter than seven years.

Figure 1 plots the year-on-year growth rates of the total employment in
the Netherlands as reported by Statistics Netherlands, the year-on-year growth
rates of the country aggregate of the turnover of Randstad® together with the

aggregate common signal QASt.

3.1 Aggregate and aggregated staffing employment

The signal at the country level ¢, at the sectoral level ¢;.:, at the regional
level ¢.;+ and at the disaggregate level ¢;;; can be determined by projecting
the corresponding aggregates xy, 7, 4,

namic factors ug¢, which can be estimated by dynamic principal components,

xi;, and xj;, respectively on the dy-

see appendix A.4. The linear projection of the data on the dynamic principal
components provides the parameter estimates of (2), that is the factor loadings

ar (L), @ik (L), 0y (L) and @;j5 (L), k =1, ..., q respectively.

5CEPR s coincident indicator of the euro area (€urocoin) reposes on a similarly composed
measure that captures the cyclical signal underlying short-lived oscillations, see Altissimo
et al. (2006).

6The history of the country aggregate of turnover data of Randstad is obtained from
Franses and de Groot (2005a). Moreover, the staffing data from 2005 onwards orginates form
the Dutch association of temporary work agencies, which covers 60 per cent of the market,
see http://www.abu.nl



Figure 1: Growth rates of total employment, staffing employment and its cyclical
component
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Alternatively, the aggregated signal of the country, each sector i and each
region j can be constructed as the weighted aggregate of the individual signals
Giju, thatis ¢, , = > t—1Pijt Gujit = Diin,t—10ije and o, = DD g t—1Pijt
respectively. The time-varying weights a;;; are the shares of the individual vari-
ables in the aggregate multiplied by the ratio of the standard deviations of
and ¢ a5 = J;—jbij’t with b;; ¢ = Zziijjfxn the share of variable Xj; ¢,
which belongs to sector ¢ and region j, in the total staffing turnover X; at time
t. Appendix A.2 shows that calculating the standardized growth rates z; from
the aggregate X; is mathematically equivalent to aggregating the standardized
growth rates of the disaggregates zj;, using the delayed weights a;j;—1. How-
ever, projecting the aggregate =7 on the dynamic principal components is only
mathematically equivalent to aggregating the projected disaggregates x7;, if
the weights are constant o;;; = a;;. So, the mathematical equivalence between
the aggregate signal and the aggregated signal, ¢; = ¢,, does not hold exactly
because of time varying weights.

Figure 2 shows the aggregate growth rate Ty, its aggregate common com-
ponent Xy, the time-varying aggregated signal ¢, and the aggregate signal qASt.
The figure suggests that the aggregated signal is empirically equivalent to the

aggregate signal even though time varying aggregation weights are employed.



Figure 2: Invoiced staffing hours and its model decomposition
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The correlation structure of the panel of observations across both the re-
gional and sectoral dimensions characterizes the staffing labour cycle in the
Netherlands at a disaggregate level. The correlation is calculated using a sam-
ple period of seven years of available observations and is therefore only based
on at most one complete business cycle. The correlation structure is summa-
rized by the cross-correlation p of each individual variable’s cyclical medium-
and long-run component ¢;;, with the aggregate cycle ¢;. The optimal lead [*

is determined as [j; = arg max |pij (ét, dij+—1)| and its corresponding correlation

P = pij ((bu (bij,tflfj) . The optimal aggregate correlation and lead measures

*

(pf., 1) and (pI ol j) are likewise obtained by employing the regional aggregate
¢ix,t and the sectoral aggregate ¢, + respectively.

The optimal aggregated correlation and lead measures (ﬁ;‘*, Z;:) and (ﬁi s ZI j)
at the regional and sectoral level, respectively, are alternatively obtained as the
weighted average of the optimal disaggregate measures, i.e. Z:* => jbujir 1 and

Z:j = Zibi*lTl;'kj’ respectively, where the weights b; ;7 represents the variable s
T
share in the total staffing turnover that is constant over time: b;;7 = %Zbij»t'
t=1
The empirical measures p* are likewise obtained.

The following stylized example illustrates the difference between the opti-

mal aggregate measures (p*,(*) and the aggregated optimal measures (ﬁ*,z*) .
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676’3
respectively. Let the correlation coefficient be p;; (yt, yij,t_lij):% and zero oth-

Consider a data set of three series y;;, i = 1,2,3 with weights b;; =

erwise with the corresponding leads /;; = —1,0,1 respectively. The weighted
average correlation is py; = % and Z: ;= —é—l—% = % The aggregated series reads
as Ysj = %ylj + %ygj + %ygj and its optimal measures are p}; = % and [§; = 1.
The stylized example shows that the optimal aggregate measures capture the
characteristics of the underlying time series variable that is most dominant in
terms of weight and cross-correlation. Given equal weights and positive corre-
lation coefficients, the underlying time series variable that shows the highest

cross-correlation will be selected: p* > p* (> 0).

4 The empirics of staffing employment

We summarize the correlation structure across both the regional and sectoral di-
mensions of the staffing labour cycle as represented by the medium- and long-run
signal ¢ and the year-on-year growth rate of Xijt, e wg’t =(1- L") In(X;;).
Christiano and Fitzgerald’s (2003) band-pass filter (CF-filter) is applied to the
latter growth rates to smooth away the irregularities and remaining cyclical-
ities with periodicity smaller than one year. The CF-filter is a finite sample
approximate band-pass filter, whose parameters equal the ideal band-pass fil-
ter coefficients S, cf. (4), apart from the ones related to the first and last
available observation. The year-on-year growth rates relate to the period-on-
period growth rates as follows™: 3 = (1+ L+ ... + L'?) (¢t + i + &it) - So,
the cross-correlation of 1 with another variable, say x}j, involves, apart from
the cross-correlation p (@, grt), at least the auto-correlations p(¢it, Prisj),
j =1,...,12 and the correlations between the seasonal components p (¢it, Vi)
and the idiosyncratic components p (&;¢, {ge+5), 7 =0, ..., 12.

For y = {(/ﬁ\, x13} the reference cycle is the aggregate series y; and each of the
series yij ¢, Yix,t and ys; ¢ can be classified as pro- or counter-cyclical according
to the phase angle with the reference cycle at the zero frequency®. Tables 1 and
2 show at the regional respectively sectoral level both the optimal aggregate
results {I7,, pi.} and the aggregated optimal results {Z:*,ﬁf*} for both {QAS, x13} .
The first column of both tables reports the number of time series variables
present in the corresponding region respectively sector. The subsequent two

columns of both tables show respectively the weighted average of the variance

"Note that (1 —L*3) =(1—-L) (14+ L+ ...+ L'?). Then, 2} = (1+ L+ ...+ L'?) zy =
L+ L+ .+ L'2) (¢ir + ie + &it) -

8We recall that the cross-spectral density between two variables h and j can be expressed,
in its ’polar form’ as Sp; (6) = Ay; (6) e~ 1 (@) where ¢nj (0) is the 'phase’. The phase
measures the angular shift between the cosine waves of h and j at frequency 0, -7 < 6 < 7. At
frequency zero, the phase may be either 0 or 7 depending on whether the long-run correlation
is positive or negative, respectively.



of the common components var () and the variance of the aggregate common
component var (X) . Both measures report the fraction of the variance explained
by the static factor model. The difference between the two measures shows that
the static factor model explains the covariation at the aggregate level much
better than at the disaggregate level. The idiosyncratic motions of the variables
die out in the aggregation as they are only weakly cross-correlated. The common
factors explain on average 75% respectively 60% of the variation of the aggregate
at the regional and sectoral level.

Table 1 reports the empirical results of the staffing labour cycle at the re-
gional level. The four different measures for the lead almost always indicate the
number of lead periods of —6 < [* < 6. The regions that show a robust, but
modest lead across the four different measures are Gelderland and Overijssel.
The leading characteristics correspond with the relatively dominant presence of
leading sectors like Wholesale and Manufacture of motor vehicles.

Table 2 reports the empirical results of the staffing labour cycle at the sec-
toral level. The differences across the sectors are more pronounced than across
the regions according to the different statistical measures. The five sectors for
which the variation is best explained by the common dynamics are: Manufacture
of food products and beverages, Construction, Financial intermediation, Health
and social work, and Wholesale trade and commission trade. Some sectors
are more driven by idiosyncratic dynamics instead of by the common dynam-
ics of the staffing labour cycle. Due to the hub function of the Netherlands for
international freight flows in Europe, sectors like Air transport and Water trans-
port are likely more reactive to world trade developments than to the national
business cycle. The sectors Manufacture of tobacco products and Financial In-
termediation show anti-cyclicality with respect to the aggregate staffing labour
cycle. The four different measures of the lead period almost always indicate a
number of lead periods of —26 < [* < 17. The variation in leading and lag-
ging patterns is more pronounced across sectors than across regions. The two
most leading sectors in addition to some Manufacturing sectors according to the
four different measures are Supporting and auxiliary transport activities, and
Sale, maintenance and repair of motor vehicles and motorcycles. Retail trade
shows a modest lead of less than half a year. The latter two mentioned sectors’
leading properties are confirmed by business cycle analysts. The variable of
issued motor vehicle permits is incorporated in Nardo et al.’s (2008) composite
leading indexes for many countries. Moreover, the retail sales are part of the
total sales series, which is a key indicator in The Conference Board Index, (cf.
McGuckin, 2001). The five manufacturing sectors of Electrical machinery and
apparatus, Machinery and equipment and Wearing apparel, Wood and products

of wood and Radio, television and communication also show a modest lead of

10



less than half a year. The three sectors that show lagging characteristics across
the four different measures are Public administration, defence and compulsory

social security, Insurance and pension funding and Water transport.

11
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5 Forecasting aggregate staffing employment

The natural question is how the identified leading indicators at the disaggregate
level can be exploited to forecast the country aggregate of the staffing em-
ployment. This variable is closely monitored to discern patterns of the Dutch
macroeconomic business cycle, cf. Goldschmeding (2003), Franses and de Groot
(2005b) and Den Reijer (2009). As the data set is closed in the sense that the
country aggregate is by definition the sum of the disaggregates, we can moreover
analyse the forecasting performance from a different perspective: does forecast-
ing the aggregate improve upon aggregating the forecasts?

We refer to the h-period ahead forecast of the growth rate of the country
aggregate based on observations until time ¢ as z;, ), and to the aggregated fore-
cast as Ty p|¢ = Zij bij|t Tijs+n|¢ Moreover, the different forecasts are labelled as
x;;?jfh‘t, where the different model specifications m = {SF, DF, DFC, AR, u}
employ static factors (SF), one-sided dynamic factors (DF'), one-sided cycli-
cal dynamic factors (DFC'), a second order autoregressive model (AR) and the
first moment of the time series (), respectively. The latter two model speci-
fications are purely univariate and act as a benchmark for multivariate factor
specifications.

The one-sided dynamic factors 21" are the contemporaneous weighted cross-
sectional averages of the times series variables for which the weights depend
on the common-to-idiosyncratic variance ratios as determined by Forni et al.’s
(2005) two-step procedure. The two-sided filters in (2) render the dynamic
method less suitable for forecasting purposes, since only a poor signal can be ex-
tracted at the end of the sample. However, the two-sided filters extract the tem-
poral variation in the data to determine the in-sample common-to-idiosyncratic
variance decomposition that can be exploited in a second step to determine
the one-sided dynamic factors fP¥" as the contemporaneously weighted cross-
sectional averages of the times series variables, see appendix A.4.1 for details.
We employ Bai and Ng’s (2002) information criteria (BNIC) to determine the
number of r = 2 one-sided dynamic factors fPF as a trade-off between the
goodness-of-fit and overfitting. Finally, note that the second order autoregres-
sive model (AR) is capable of capturing oscillatory motion. Before employing
the univariate specifications {AR, ui}, the observed time series x;;; gets season-
ally adjusted in an automated procedure if at least one of the seasonal dummies

shows a significant coefficient at the 2.5% level.

m,fe
ij,t+h|t

specification m, but also regarding the forecast equation fe that relates the

The different forecasts x differ not only with respect to the model

factors to the target variable. If the forecast equation fe = {u, fm} admits the

factor model structure fe = fm, the h-step ahead common components )Z?t ih
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are projected on the ¢-dated estimated factors ]?tm and so, the autocorrelation
structure of the common factor structure is exploited. The factor forecasts of the
common components )?ZLT 4h|T Are transformed to forecasts of the target vari-
able by inverse standardization, i.e. @?’TJFMT = Gij,T)?Z."TJrth + Lij, 7, where
i, v and 0;; 7 are the sample mean and, respectively, the standard deviation of
the univariate time series variable z;;. If the forecast equation fe = {u, fm} is
unrestricted fe = u, the h-step ahead data x;;+,5 are projected on the ¢-dated
estimated factors ft’” and a constant. Boivin and Ng (2005) show that both
approaches fe = {u, fm} deliver identical forecasts only if the data adheres to
the factor model assumptions and the model parameters are known, see also

appendix A.4.3.

5.1 Results

The out-of-sample forecasting exercise starts in 2002.9 and produces 32 fore-
casts? for each horizon h = 1, ...,13. We perform the forecasting exercise using
both a recursive estimation window and a rolling window of a size of 61 peri-
0ds!'?. The forecasting performance of the different specifications is measured by
the forecast error, i.e. the difference between the forecasts and the realizations.
The summary statistics are the mean squared forecast error (mse) and the vari-
ance of the forecast error (var). The difference between these two statistics is
the squared mean forecast error, i.e. the bias.

Along the lines of Eickmeier and Ziegler’s (2008) meta-analytic analysis
of the recent macroeconomic factor forecasting literature, we report the fore-
casting performance along four dimensions: 1) multivariate factor models m =
{SF,DF,DFC} vs. univariate models m = {AR, u}; 2) free vs. factor re-
stricted forecast equation fe = {u, fm}; 3) aggregate forecasts x;,; vs. aggre-
gating disaggregate forecasts Ty, p¢; 4) recursive vs. rolling window estimation.
The detailed forecasting performance statistics mse and var are reported along
the four dimensions for each forecast horizon h in case of the recursive window
in Table A.1 vs. the rolling window in Table A.2 in Appendix A.3.

Table 3 summarizes these detailed statistics on the forecasting performance
by averaging the detailed mse statistics over forecast horizon and over the rele-
vant dimensions of the forecasting exercise. For example, the first row of table 3
reports the ratio of the mse that is the average of the multivariate specification
m = {SF, DF, DFC} against its univariate m = {AR, u} equivalent. Moreover,

both multivariate and univariate mse are averaged over forecast horizon h and

9All forecasts are incorporated in the evaluation since the country aggregate data are
available until 2006.11

1080, the first forecasting round is based on the sample that runs from 1998.1 until 2002.9
and consists of 61 periods. The recursive and the rolling window forecasts are by construction
identical in the first round.
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Table 3: The relative forecasting performance of different model specifications

Forecast specification Ratio of average mse
multivariate m={SF,DF,DFC}
univariate m={AR,u} model  0.993

free fe=u
factor restricted fe=fm

equation 0.997

aggregate x
ZERTRTC Tithlt forecasts 0.964
aggregated Ty p|¢

rolling
recursive

window 0.976

Notes:

The table reports the ratio of mean squared errors (mse) that are averaged over the forecast
horizon h = 1,...,13 and the dimensions of the forecasting exercise. So, the mse in the first
row is averaged over forecast horizon h and, moreover, over both specifications of the
forecast equation fe, both aggregate and aggregated forecasts and both rolling and recursive
estimation window. The results are based on the out-of-sample forecasting exercise, which

starts in 2002.9 and produces 32 forecasts for each horizon.

over the three remaining dimensions of the forecasting exercise: the two specifi-
cations of the forecast equation fe = {u, fm}, aggregate x,,; and aggregated
Ty forecasts and both rolling and recursive estimation window.

The ratio of mse of the multivariate specification versus its univariate equiv-

alent!!

shows some value added of forecasting based on a large cross-section
of data. As we will show, the slight outperformance masks substantial dif-
ferences among the multivariate specifications. The ratio of mse between the
two specifications of fe = {u, fm} confirms Boivin and Ng’s (2005) notion
that the unrestricted forecast equation performs better. The slight outperfor-
mance again masks the observation that the outperformance is more substantial
for the DF specification. The ratio of mse between the aggregate x and ag-
gregated T forecasts shows a preference for forecasting the aggregate directly.
For the recursive window method, forecasting the aggregate performs on av-
erage better than aggregating the forecasts, while the rolling window method
shows no distinctive differences. One explanation for the result is that the time-
varying and for outlier-corrected aggregation weights a;;, might be biased, see
appendix A.2. Note that forecasting the aggregate employing the factor models
m = {SF,DF,DFC} incorporates the disaggregate information as contained
by the factors. So, these results confirm Hendry and Hubrich’s (2006) theoret-

1 Note that we reported the 2"¢ order autoregressive process AR as being the best per-
forming one. An example of an alternative specification is an AR(p) process for which the lag
length p is determined by the Akaike information criteria in an automated procedure. Other
examples are autoregressive specifications of xq}ft with or without including a lagged term at

(t—13), i.e. a13x}ft713'
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ical result on predictability that forecasting the aggregate using disaggregate
information outperforms aggregating the forecasted disaggregates. Finally, the
ratio of mse between the rolling vs. the recursive window shows a slight prefer-
ence for the rolling window estimation. This result is consistent with Eickmeier
and Ziegler’s (2008) analysis of the empirical macroeconomic factor forecasting
literature. Apparently, the data shows substantial temporal variation, which
is accounted for by employing a rolling window scheme that allows the model
specification to adapt more flexibly to the data and so overcompensates the

gains from using long time series.

Table 4: The relative forecasting performance of the dynamic factor specification

p-values mse/mse*
SF DFC AR u SF DFC AR pu
0.01 005 060 072 131 112 097 0.98
0.03 068 064 086 1.09 098 097 0.99
031 000 004 034 109 1.06 1.06 1.03
0.00 0.00 0.07 0.14 126 1.18 1.06 1.05
0.73 058 0.04 0.78 1.02 103 089 1.02
0.01 007 0.01 0.01 1.8 124 132 1.28
0.00 0.00 0.02 0.01 152 149 145 147
0.00 0.13 0.11 0.05 120 1.10 1.08 1.10
0.00 002 000 008 116 1.07 1.13 1.08
10 0.06 0.00 047 042 1.08 1.15 1.03 1.04
11 083 0.08 047 097 1.01 1.12 1.05 1.00
12 0.08 056 013 0.17 135 095 120 1.16
13 0.09 000 000 000 1.08 155 190 2.01

© 00O U = Wik~

Notes:

All specifications in this table correspond to the unrestricted forecast equation fe = u,
aggregate forecasts @y and rolling window estimation. The reported p-values for each
forecast horizon h =1, ...,13 correspond to the Harvey, Leybourne and Newbold’s (1997)
small-sample modification of Diebold and Mariano’s (1995) (DM) test statistic of equal
forecast accuracy. Moreover, the table reports the ratio of mean squared errors (mse) of the
model specification presented in the second row of the table vs. the mse* equivalent of the
dynamic factor model (DF) specification. The results are based on the out-of-sample

forecasting exercise, which starts in 2002.9 and produces 32 forecasts for each horizon.

Following upon the results of table 3, the remaining analysis is based on ag-
gregate forecasts x based on a rolling window scheme and an 6unrestricted fore-
cast equation fe = u. Table 4 reports for every forecast horizon h, the relative
mse and the p—values of the respective reported model specifications against
the DF specification. The p-values correspond to Harvey, Leybourne and New-
bold’s (1997) small-sample modification of Diebold and Mariano’s (1995) (DM)

test of equal forecast accuracy. Table 4 shows that the DF specification out-
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performs its competitor specifications significantly so at most forecast horizons.
As shown in appendix A.4.1, the DF specification nests the SF specification,
which does not exploit the dynamic structure of the data. So, the outperfor-
mance by the DF model implies that the underlying data exhibit substantial
dynamics. Moreover, the DFC specification nests the DF' specification, which
can be obtained by setting 7 = 1 in (4) and so, does not filter out any short-lived
cyclicality. The outperformance of the DF over the DFC specification shows
that exploiting only the cyclical common dynamics results in a loss of informa-
tion as the observed staffing employment series exhibits a substantial seasonal

pattern.

6 Application: forecasting total employment

As staffing employment is the part of the labour market that is most sensitive
to the business cycle, a key question is how to relate the timely available staffing
employment data to forecast total employment. Figure 1 reveals a reasonable
high correlation between the Randstad staffing data and total employment,
which is defined as the number of jobs and measured in full time equivalent
jobs. The figure moreover suggests that cyclical turning points in total em-
ployment are preceded by their correspondents in staffing employment. In this
section, we compare the performance of various forecasting models based on
staffing employment with some benchmark models. Since the sample period is
relatively short, we will not dedicate a part of the sample for out-of-sample fore-
cast performance analysis, but sheerly focus on in-sample model fit. Moreover,
Figure 1 shows that the sample period corresponds to diminishing and declining
growth rates of total employment and therefore do not cover a complete cycle.
Hence, the results in this section should be interpreted as preliminary.

Table 5 lists the regression results of various forecast specifications for the
quarter-on-quarter growth rates of total employment. Specification (1) is the
benchmark specification being a first order autoregressive model for quarter-on-
quarter growth rates including a constant and seasonal dummies. The substan-
tial seasonal variation in the data is captured and results in a high adjusted
R%-statistic. Specification (2) adds to the autoregressive specification (1) the
indicator variable producer confidence, which shows a significantly estimated
parameter. According to the release policy of Statistics Netherlands, the new
releases for total employment are published 45 days after the corresponding
quarter has ended, while the new releases for producer confidence are published
4 working days before the end of the corresponding month. So, we regress to-
tal employment at time ¢ on the three month averaged quarterlized variable

producer confidence, where t refers to end of the quarter in terms of data avail-
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ability. The staffing data are directly obtained from the administrative source
of Randstad, used to invoice firms and reimburse employees and, hence, avail-
able in nearly real-time. Specifications (3) and (4) add to the autoregressive
specification (1) the quarterlized'? Randstad country aggregate of the staffing
employment and a selected part of it, respectively, which both show insignificant
estimation results. The variable Randstad leading is the aggregate of a subset of
the Randstad data that are procyclically leading. More precisely, we select from
the underlying data set consisting of N = 536 series as described in section 2.1
the combinations of sector 7 and region j with characteristics {lfj, p;‘j} relating
the underlying series z;3; to its aggregate x;° that imply pro-cyclicality, p;; > 0
and positive lead time [; > 0 as described in section 4. Finally, specifications
(5), (6) and (7) adds to the autoregressive leading indicator specification (2)
the first two respectively static factors (SF), one-sided dynamic factors (DF)
and one-sided cyclical dynamic factors (DFC) as introduced in section 5. The
three factor augmented leading indicator specifications show that the two fac-
tor specifications SF and DF do contribute significantly, albeit with the second
instead of the first extracted factor. In contrast to the results in section 5.1,
the SF and DF factor specifications show similar performance. The underlying
dynamics of the data that was exploited by the dynamic factor method appar-
ently receded when the factors were temporally transformed from 13 periods to
4 quarters. The SF and DF factors turn out to be predictive summary statistics
of the Randstad staffing data when employed to forecasting total employment,
while the specifications based on only the aggregated observed staffing data do

not seem to contribute to the forecast performance.

12The staffing employment data are sampled in 13 periods consisting of 4 weeks for every
year. The transformation of 13 periods to 12 months runs according to the following algorithm:
month(i)=(14-1)/13*period(i)+i/13*period(i+1) for i=1,...,12. Finally, a quarter consists of
the three months summation.
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7 Conclusion

This paper analyses the developments of the staffing labour cycle in the Nether-
lands at a disaggregate level using the data set from Randstad. We create a
balanced data set that describes the number of hours of staffing employment
for 15 different regions and 58 different sectors. We apply factor models to ex-
tract low-dimensional common information from the data set and show that the
extracted signal resembles the year-on-year growth rate of aggregate staffing
employment. The common signal, which excludes the effects of sector or re-
gion specific shocks, is also extracted at the disaggregate level. We analyse the
correlation structure and classify the disaggregate cycles as leading and lagging
according to eight empirical measures. Almost all regions lead or lag the staffing
labour cycle by less than half a year. The regions, whose modest leading char-
acteristics are robust across four different empirical measures, are Gelderland
and Overijssel.

Almost all sectors show a lead that lies between -2 years and +1.5 years.
The differences across the sectors are more pronounced than across the regions.
Three leading sectors, whose leading characteristics are robust across four differ-
ent empirical measures, are Supporting and auxiliary transport activities, Sale,
maintenance and repair of motor vehicles and motorcycles, and Retail trade.
The turnover in the latter two sectors are known to be stylized business cycle
leading indicators.

We then explored how the identified leading indicators at the disaggregate
level can be exploited to forecast the country aggregate of the staffing employ-
ment. We compare different model specifications that employ static factors,
dynamic factors, cyclical dynamic factors, a second order autoregressive model
and the first moment of the time series. The performance is measured by the
forecast bias and the mean squared forecast error. Due to substantial temporal
and seasonal variation in the staffing labour market, the dynamic factor model
manages to outperform the univariate benchmark forecasting models.

Finally, we employ various models based on staffing data to forecast total
employment measured in number of jobs. Compared against some benchmark
specifications, the final section shows that the models based on factors as sum-
mary statistics of the staffing data improve upon the forecast performance, while
the models based on only the aggregated observed staffing data do not seem to

contribute.
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A Appendix

A.1 Data

The data set consists of 1.276.393 observations on the number of contracted
staffing hours employed by Randstad. An observation consists of the number
of paid hours of contracted staffing agency work. The number of paid hours
is larger than the number of invoiced hours since for instance holiday hours
and sickness leave are included in addition to worked hours. Every observation
consists of four dimensions: the number of paid hours of contracted staffing
agency work, the time dimension denoted by the year and the period, the sector
to which the user company belongs and the geographical area where the user
firm is located. So, the sector and location refers to the company at which the
staffing agency worker is employed. The user firm that hires a staffing employee
is located in a geographical area that is classified according to the 4-digit postal
code. The data consists of 2882 different postal codes that can be aggregated
to 466 different municipalities and 15 different regions. The time dimension of
the data is divided into years and periods. Every year consists of 13 subsequent
administrative periods of 4 weeks. Observations are available from the first
period of 1998 until and including the first period of 2005.

Statistics Netherlands (Centraal Bureau voor de Statistiek, CBS) employs
a systematic hierarchical classification system for economic activities called the
Standaard Bedrijfsindeling (SBI). On the highest 2-digits level of compartments,
the classification consists of 58 different sectors'?, which are compatible with
the International Standard Industrial Classification of All Economic Activities
(ISIC).

Statistics Netherlands employs a systematic hierarchical classification system
for regional units called the Nomenclatuur van Territoriale eenheden voor de
Statistiek (NUTS). The system provides a non-overlapping countrywide division
of the Netherlands in 40 regional units (NUTS3), which can be aggregated to
12 provinces (NUTS2). In this study, we employ 15 regions that correspond
to the 12 provinces from which the agglomerations of the three largest cities
are separated out. The three NUTS3 regional units Groot-Amsterdam, Groot-
Rigmond and Agglomeratie ‘s Gravenhage correspond with the agglomerations

of the three biggest cities Amsterdam, Rotterdam and the Hague, respectively.

13 Compartments describing activities that are however not present in the Netherlands are
for instance the "mining of uranium and thorium ores" and the "mining of metal ores".
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A.1.1 Employment data

Statistics Netherlands publishes quarterly sampled data on total employment
both in number of hours and in number of full time equivalent (fte) jobs. Due to
a benchmark revision in 2005, only historical data back until the first quarter of
2001 are available. However, regarding the number of fte jobs, a real-time data
set is published on the website of the euro area business cycle network'. The

final series is constructed backwards by employing year-on-year growth rates.

A.2 On aggregation

The balanced data set consists of the series X;;;, which are the total number of
hours of staffing employment in region ¢ = 1, ..., 15 and sector j = 1, ..., 58 during
period ¢, running from 1998.1 until 2005.1 consisting of 92 four-weeks periods.
The time series of aggregate staffing employment at the regional level consists
of Xy = Zijt, the sectoral level equivalent X,;; = >, X;;; and the time
series of total staffing employment in the Netherlands equals Xy = >7,>" inj7t.
Let the time-varying shares of the individual variables in the aggregate be de-

fined as: ;5 = # Lemma (1) shows that calculating the growth
3 gt

rates z; of the aggregate X; is equivalent to aggregating the growth rates of the

disaggregates x;;, using the delayed weights ov;j;—1.

Lemma 1 Let X; = X, + X2, be a time series variable. Let x; be the growth

Xv
rate of X; and let b; ; = )gf. Then xp = b1 —1T1,¢ +ba—1T2
~ _AX, . AXi i +AXer . AXig X1,t-1
Proof. Aln (Xt) ~r = Xi—1  Xig-1+Xoi-1 X1 Xip—1+Xo 1

AXa ¢ Xot—1 _ Xit—1 Xo 1 _
+ Xot—1 X14—1+X2t—1 Z1,t X1,t-1+Xo2¢1 +$2’t Xi4-1+Xo -1 ) bl,t71$1$t+

bz,t—1$2,t~ u

The dynamic factor model decomposition is only defined for data sets that

consist of a panel of stationary time series.

Lemma 2 Let Xy = X1, + X2, be a first-order integrated, 1(1), time series
variable. For i = 1,2 let x; and z;; be the corresponding growth rates, xi

and xj, the standardized growth rates with means i, and p,, and standard
Xi,
X

deviations o, and o, respectively. Let the time-varying weights be b; ; =

Ox;
oy

Then x{ = a1 1177 ; + a2 1175 ; with a; ¢ = b; ¢
Proof. Lemma (1) shows that o,z + py = b14—1 (U:leit + le)
+b2t—1 (amgx;t + /Lmz). Rewriting this equation leads to xj = b1,t71%$it +

o
bo—152w5y and pig = b1g—1fie, +b2t—1/ic,. W

Mhttp://www.eabcen.org/eaben-real-time-database
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Projecting the aggregate x; on the estimated factors is only mathematically
equivalent to aggregating the projected disaggregates z7;, if the weights are
constant a;;: = a;;. Let x;, denote a vector of T' observations for ¢ = 1,2
and u a (T x q) —matrix of ¢ common components w;;. Say, you have xf =

-1 -1

’ ’ ’ ’ ’ ’ ’
a177; + agwyy, then x; = (Utut) Uiy = (Utut) ug (1%, + axxy,) uy =

a1 (u;ut) - u;xfu; + ag (u;ut) o u;mgtu; = alX/u + alezt.

The assumptions needed for this mathematical equivalence are not necessar-
ily met in practice. Firstly, the weights a; are time varying. Secondly, lemma
(1) does not hold precisely since the disaggregate growth rates x;; and the ag-
gregate growth rate x; are independently corrected for outliers. Thirdly, lemma
(2) only holds in population as the estimated variances may vary over sample,

Le. Og|1,....t 7’é Oz|1,...,t—1-

A.3 Empirical results

The detailed results of the forecasting exercise are reported along four dimen-
sions: multivariate factor models m = {SF, DF, DFC} vs. univariate models
m = {AR, u}, free vs. factor restricted forecast equation fe = {u, fm}, aggre-
gate forecasts Tiynle VS aggregated disaggregate forecasts Ty yn|t and recursive
vs. rolling window estimation. The forecasting performance along the first
three dimensions are reported in Table A.1 and Table A.2 employing recursive
respectively rolling window estimation. The first column reports for each fore-
cast horizon h = 1,...,13 the forecasting performance of the AR-model. The
upper part of the column reports the mse and the lower part the var of the
forecast errors. The other columns report the forecasting performance of the

respective models as a ratio to the performance of the benchmark AR-model.

A.4 The Estimator

In this appendix, we show in more detail how the common component x can be
estimated in a stepwise procedure. Moreover, we will highlight the parameter
condition that makes the static factor model a special case of the dynamic one.
Finally, we show in more detail the estimator for the factor model forecasts in

case the forecast equation is restricted to admit the factor model structure, i.e.

fe= fm.

A.4.1 The dynamic method

The dynamic method as outlined in Forni et al. (2000; 2001; 2001; 2004; 2005)
(FHLR) consists of the frequency-domain counterpart of the static method. The
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dynamic factors u; = (ult...uqt)l are estimated by the dynamic principal compo-
nents, which are the static principal components of the spectral density matrix
as outlined by Brillinger (1981). Denote by X"? = (z44),_, , =i annxT
rectangular of observations'®, which are realisations of real-valued stationary
stochastic processes {xt = (a:lt...a:nt)/}. Let f‘%T (k) = 7 th k+1x"Tx?Tk
be the k-lag sample covariance of x?'?. FHLR suggest the following stepwise
procedure:

(i) estimate the spectral density matrix (cf. Brillinger, 1981) of X" as
Z F”T Ywpe 0 0, = 27h/(2M +1), h =0, ...,2M, where

wr = 1—|k| / (M + 1) is the Bartlett window of size M. Like Forni et al. (2000),
we set M (T)=
round (271/?)) such that the convergence rate is M (T) /T = O (T1/?);

(ii) calculate from the spectral density matrix Z; (0r) the g largest dy-
namic eigenvalues /\;-LT (0r) and the corresponding dynamic eigenvectors p?T (0r)
j=1,..,qfor h=0,...,2M. We follow Forni et al.’s (2000) approach and select
g = 3 in a finite-sample such that the marginal explained variance of the ¢'"
dynamic eigenvalue is larger than 10% and the (¢ + l)th equivalent is smaller
than 10%; /

(iii) let p"T () = (p?T, Or) ... ”T (Qh)> the (¢ x n) —matrix of dynamic
eigenvectors and AQT (0r) a diagonal matrix with the ¢ largest dynamic eigen-
values on the diagonal. Inverse Fourier transformation of /Z\Z (0r) = ”T (0r)

20T (0n) BZT (01) (x denotes complex conjugate) results in the correlatlon ma-

~ —nT A
trix of the common component I''" (k) = (2M71+1) Z ZZ (01) wre*n for

k=—M
h = 0,...,2M. Moreover, the estimated common dynamic factors are u"T—
M o2m
m Z Z EZT (05) e*¥rx"T, . Projecting the data on the common dy-
k=—M h=0

namic factors gives the estimator of the cyclical medium- and long-run common

component:

nT __ nT’* ikOp nT
nt — 2M + 1 Z Zﬂkp oh (9}) hXt_k, (Al)
—Mh=0
where the band-pass filter coefficients 5 (L) are defined in (4). The finite sample
approximation consists of truncating the tails of the filter that involve unavail-
able data observations, so 8y = 0 for k > M.

15The notation is simplified in that the time series variables are indexed by the single
subscript ¢ instead of by the sector-region coordinates 75 as in the main text. Moreover, the
additional superscript nT denotes the sample size.
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(iv) repeat step (iii) using the (¢ + 1) to n ordered eigenvalues to obtain
N OF

’

(v) let S"T= (§{‘T/...§,7}T/> the (r X n)-matrix containing the r generalized
eigenvectors of the couple of matrices (IA“QT (0) ,f?T (O)) with the normalization

that §{‘T'diag (f’gT (0)) @”T' = 11if ¢ = j and zero otherwise. We use Bai and
Ng’s (2002) information criteria (BNIC) to determine the r generalized static
factors as a trade-off between the goodness-of-fit and overfitting. The factors can
then be estimated by the generalized principal components, i.e. Frl = §"TX"T,
with Fn? = (/ﬂ”T?}LT) a (r x T') —matrix of the stacked estimated factors;
(vi) let 5{?%: FhIT be the h-step ahead factor forecasts of the common com-
ponent of the i-th variable given T observations of n time series variables. The
forecasts for the dynamic common component can be obtained by projecting
the (¢ + h) —dated unobserved common component X}, on the t-dated factors

£ which for variable i results in:

Wik = D37 ()] 877 (ST (0)8T) e (A2)
Evidently, the in-sample estimator for the common component can be obtained
by setting h = 0.

Step (i) until step (iii) allow to estimate the dynamic factor model. The
estimated cyclical common component djm is calculated by applying time filters
to the x’s before averaging along the cross-section. The dynamic estimation
method consists of two-sided filters and cannot be applied at the end of the
sample, which is the most important part for forecasting. By truncating the
time filters, the performance of the estimator deteriorates as ¢ approaches 7.
Therefore in step (v), FHLR construct generalized principal components FT,
which are contemporaneous averages of X"? that minimize the ratio of the

variance of the idiosyncratic to common component.

A.4.2 The static method

Evidently, Stock and Watson’s (2002) static factors obtain as a special case
of F*T with M = 0 and assuming in step (v) that diag (f?T (O)) = Iy, ie.
the identity matrix. Computing the generalized principal components of x,,; is
equivalent to computing the standard principal components of y,,; = Hx,; with
det (H) # 0 and H such that H &, H is the n x n-identity matrix. When the
idiosyncratic variance-covariance matrix is diagonal, the normalization amounts
to dividing each of the x’s by the standard deviation of its idiosyncratic com-

ponent.
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A.4.3 Factor based forecasting

If the forecast equation fe = {u, fm} admits the factor model structure fe =

T
T+h

by (A.2). The forecasts for the target variable are then obtained by inverse

fm, the h-step ahead forecasts for the common component )Z? Ta is obtained
standardization, i.e. ¥; pypr = @T)??;’TJFMT + i, where ;7 and o;7 are the
sample mean and, respectively, the standard deviation of the ith variable ;6.

If the forecast equation fe = {u, fm} is unrestricted fe = u, the h-step
ahead forecasts are obtained from an unrestricted forecast equation: ¥; rypjr =
Hirh + @T,h?T. The parameters i;7p, @Tﬁ are obtained by a linear regres-
sion of x; .4, on the estimated factors E and a constant. The orthogonal pro-
jection of the (¢ + h) —dated variable y; 1, on the t-dated factors results in
Oirn, = our [F?{T (h)] snT’ (S”T/F;L(T (0) S"T,)il. This expression for 6,7,
differs in two respects from its equivalent for the restricted factor model (A.2).
First, the data are directly projected on the estimated factors, i.e. Ik (h) in-
stead of imposing the factor decomposition (1) and therefore only project the
common component f;T (h). Second, projecting y; ¢+ instead of its standard-
ized equivalent z; ;4 makes the corresponding standard deviation o;r appear
in the expression.

So as shown by Boivin and Ng (2005), the two different forecast equations
fe = {u, fm} would provide identical forecasts in population if the data ad-
mits the factor decomposition (1). Moreover, identical forecasts in sample
would require that the estimated constant of the linear regression equals the
in-sample standard deviation: fi;p5 = ;7 and that the estimate for the pa-

~

rameter of the linear regression model 6,7 equals: ;7 = Ot [f;b(T (h)L

Nt N o~ ~ .\ 1
SnT (SnTF§T (0) SnT) .

1680, we refine the notation and introduce the time series variable y; whose standardized
equivalent is x;.

30



"MOPUIM UOTJRUITIS SAISINDAI B SUISN PIJRISUAS oIR $)SLIDI0f oY ], "F'900g [IIUN d[(B[IBAR dI® [9Ad] AIJUNO0D d1) e ®lep 9)e3a13Te oY) 90UIS PIIRN[RAD 9I $)SBIAIO]
[V "UOZIIOY To®d I0J $)$8IDI0J ¢ seonpoid pue ¢ g0Og Ul SIIR)S 9SIDIOXS SUIISBIAIO] oY [, "[oPOW-Y Y JIRWIPDUA( 9} JO 9dURULIONIdd 91} 01 OIjRI ® SB S[OPOW
9A1109ds01 911 Jo ourULIO}IOd SUIISLOAIO0] oY) 110d01 SUWN]OD IS0 O], ‘SIOLID 1SBOAIOJ 9} JO (4Da) dourRLIRA 01} 11ed I9MO] o7 PUR (Is5UL) 10119 polenbs uraw
a1} syrodar uwnjod o) Jo 1red reddn oy J, ‘[opowW-Y Yy 9y} JO dourULIONd 18€I9I0] 9} Y UWOZLIOY IS'IDIO] ord 10 s110dal Uwnjod 18Iy oY, *1se2910] St juauodwod
UOUWIWOD Y} JRYY YONS SINIONIIS [9POUL 100€] 9} SHWPR ‘A[9AI1309dSaI ‘10 ‘A[300IIP PIJSLIIOJ DI SI[CRLIRA SILIOS OWILY OYY YR} Yons pajorrsarun st {wf ‘n} =

2/ uorjenba 1seD210] 91} ‘IGAOSION "SOLISS WY ST} JO JUSWOW JSIY S} PUR [9POUW SAISSAISAIOIN® I9PIO |7 ‘SI030] DTWRUAD [BII[IAD ‘SI01DBJ DTWRUAD ‘S1030B]

pu
o19e)s Apparyoadsar Lodwe suoryeoyooeds o], {7 ‘Yy ‘DAId ‘4d ‘4S5 } = w suoryeoyroads [9pow JUSIDPIP o) [IIM 1580010 praye dojs-y oyj sjuosardol Lu,wh.ww&
18910 N
6670 960 GL0 160 760 00°1 6670 9670 1670 c60 veo 001 6.0 €1
86°0 780 £8°0 8170 or't 1670 86°0 88°0 18°0 a8 R 1670 €L0 a1
66°0 0r't 1670 8670 Z0'1 6670 66°0 AN 86°0 101 1 660 9.0 11T
vo'T L0°1 66°0 6670 L0°1 7o'l Yo'l L0°1 66°0 101 1 LU €L0 01
00°1 00°1 06°0 98°0 Vo1 00°1 00°1 00°1 1870 €0°1 1 00°1 9.0 6
z0'1 z0°1 £6°0 7670 90°1 10°1 z0°1 10°1 26°0 90°1 1 10°1 €L°0 8
£0°1 €8°0 69°0 79°0 80°1 10°1 €0°1 280 £9°0 v0°1 1 101 €L°0 L
66°0 1670 6L°0 8L°0 £t L6°0 66°0 L6°0 6L°0 4381 1 L6°0 810 9
66°0 8670 06°0 1670 66°0 6670 66°0 8670 68°0 8670 1 660 610 g
20°1 80°1 €670 €670 61°1 10°1 20°1 L0°1 L6°0 02°1 1 101 6L 0 v
7o' 7o'l L1670 8670 901 201 7O 701 86°0 90°1 1 201 gL 0 €
vo'1 7o'l 06°0 16°0 80°1 £0°1 7o'l 50°1 26°0 80°1 1 £0°1 gL 0 4
90°1 60°1 vo'1 501 981 701 90°1 £11 60°1 9¢°1 1 701 510 T
oner oner orye orier oryel orer oner oner one oryel oner w1 oryel Tea Yy
66°0 09°0 €L0 (430} 7E0 00°1 19°0 66°0 09°0 40 9¢°0 0 00°1 6.0 €1
86°0 98°0 7870 610 60°1 160 €9°0 1670 0670 28°0 0t t 1 96°0 VL0 2T
66°0 60°1 L6°0 8670 101 8670 96°0 86°0 01t L6°0 00°1 1 L6°0 810 1T
G0 90°1 66°0 8670 901 701 €' PO 501 86°0 90°1 1 €01 vL0 ot
00°1 66°0 68°0 680 vo'l 6670 86°0 6670 6670 98°0 201 R 6670 L0 6
101 Z0'1 26°0 0670 90°1 00°1 101 00°1 10°1 060 €01 1 6670 gL 0 8
£0°1 780 69°0 79°0 L0°1 00°1 £6°0 201 080 £9°0 £0°1 0 00°1 gL 0 L
66°0 96°0 610 L0 31 8670 88°0 66°0 €6°0 L0 0g'1 1 1670 08°0 9
66°0 86°0 06°0 06°0 66°0 66°0 1670 86°0 1670 68°0 86°0 1 8670 08°0 <
z0'1 80°1 €670 €6°0 61°1 10°1 86°0 z0'1 L0°1 L6°0 0z 1 1 10°1 €L 0 v
vo°1 701 86°0 8670 90°1 20°1 10°1 vo'1 7o'l 86°0 90°1 1 z0°1 6L 0 €
0N 7o'l 16°0 1670 80°1 €0°1 10°1 €01 €0°1 26°0 80°1 1 €0°1 6L 0 z
90°1 60°1 v0'1 S0t 9€°1 701 701 101 €11 60°1 961 1 701 610 1
orjelr orjer orjex orjex orjex orjer orjelr orjelr orjex orjex orjelr orjer EERN Y
Hu+a, Huta, Hu+a, Hy+3, Hu+a, Hy+2, #Hu+a, Huta, Hy+3, Hu+a, Huta, Hu+a, Hy+2,
Wl DAas npAgqT  w g™ LN da nig g™ nin= nYys  wf'Dadg nDAd nidd ] nir nYY

SMOPUTIM 9ATSINIAI wgﬁmﬁ S[opouwI juaIaIp JO @UQ@E.HO.%.HOQ mgsmdowhom TV °219%e],

31



‘uorpeue[dxe I91[)InJ 10J 9[qe) snoradid 8Yj) JO 9)0U00J 8} 99§ 'Sporred 9 JO MOPUIM UOIJRUIIISO SUI[[OI B SUIST POJRISUSS oI S)SRIDIOJ O T,

IS910N
70’ 9L 9L 68°0 vO'1 6L ) [0 160 9L0 €T
86° ¢l 8 6L°0 660 L 78’ 6270 T 1270 TT
4 : L1670 €670 0 16’ 760 L1670 08°0 1T
101 00°1 T 96° 9670 vo'1 GL0 ot
.6 0 101 6L°0 6
0 0 011 TL0 8
0 0 L0°1 0L0 L
6 vel 080 9
T 0L0 g
v6°0 8T'1 LL0 v
€670 201 6L°0 €
00°1 T GLo 14
101 cel 9.0 1
or11el oryel oryel oryel orjel orjel orjel 1eA Y
9.0 90°1 06°0 co'l 1870 9.0 160 9L0 er
1870 86°0 280 00°1 6L°0 180 (AR TL0 41
260 €670 1670 760 L0°1 260 96° 280 1T
L6°0 T 201 T0'T T0'T T L6°0 co'1 9L0 ot
0670 1 L6°0 L1670 L1670 €60 060 €01 080 6
9670 1 201 2071 7o'l zo'1 €670 011 VL0 8
VL0 1 201 001 7o'l €0°1 €L0 co'1 €L0 L
8170 1 L6°0 7670 86°0 7670 LL0 9€°1 1870 9
(SR R 911 111 911 911 011 (AN 0L0 g
7670 T 00°1 86°0 201 (O €60 61°1 LL0 v
€670 €670 201 96°0 96°0 86°0 660 760 201 6L°0 €
001 101 60°1 201 201 7o'l 201 A [ QLo 14
101 001 Vel 201 101 101 £0°1 cel cel 10°1 9.0 T
o13es one o1jet o1yel o o1jet o1jet onre o1jet o13es osw y
2 Je i Gl it Wi it i

smopulm SUI[[oI SUISn S[EPOU JUSISHIP JO eouruLIo}Iod SUIISBIAIO 7'V O[qR],

32



