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Summary

In this study, we build two forecasting models to predict inflation Harmonised Index of Consumer

Prices (HICP) for the Netherlands and for the euro area. The models provide point forecasts

and prediction intervals for both the components of the HICP and the aggregated HICP -index

itself. Both models are small-scale linear time series models allowing for long-run equilibrium

relationships between HICP components and other variables, notably the hourly wage rate and

the import or producer prices. The model for the Netherlands is used to generate the Dutch infla-

tion projections for the eurosystem’s Narrow Inflation Projection Exercise (NIPE). The recursive

forecast errors for several forecast horizons are evaluated for all models, and are found to out-

perform a naive forecast and optimal AR models. Moreover, the same result holds for the Dutch

NIPE projections, which have been provided quarterly since 1999. The aggregation method to

predict total HICP inflation generally outperforms the direct method, except for long horizons in

the case of the Netherlands.

Key words: aggregation, model selection time series models

JEL Code(s): C32, C43, C52, C53

1 INTRODUCTION

The mandate of the European Central Bank (ECB) is to maintain price sta-

bility in the euro area. This goal is given a quantitative content by requiring

that the year on year growth of the Harmonised Index of Consumer Prices

(HICP) for the euro area as a whole should be close to, but below 2% in

the medium term. The ECB is monitoring and forecasting price developments

under the first pillar of its monetary policy strategy.1 Therefore, forecasting
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1 In practice, each country provides four times a year its own inflation forecast for an hori-

zon of 11–15 months and these forecasts are used to construct an area wide forecast. This

periodic procedure is called the NIPE.
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inflation rates has become important for both monetary authorities and pri-

vate agents who try to understand and react to the central bank’s behaviour.

The aim of this paper is to describe the procedures used at De Nederlandsche

Bank to predict Dutch HICP inflation and a new model to directly predict

overall euro area inflation. The models forecast both the components of the

HICP, as requested by the euro system’s Narrow Inflation Projection Exercise

(NIPE), and, for comparison reasons, the total HICP itself. The forecast hori-

zon is 11–18 months ahead. Similar recent papers describing small-scale linear

models aimed at forecasting inflation include Banerjee et al. (2003), Benalal

et al. (2004), Bruneau et al. (2003a,b), Fritzer et al. (2002), Hubrich (2005)

and Moser et al. (2004).

One of the issues addressed in this paper is that of disaggregation, which

can be regarded in three dimensions, that is across components (sub-indices of

an index), across time (higher frequency) and across space (different regions

of an economic area). In the European context, there is the aggregation of the

forecasts of individual countries to a euro area level; see for instance Espasa

et al. (2002), Marcellino et al. (2003) and Benalal et al. (2004). In this study,

we will only address the aggregation of HICP component forecasts.2 Obvi-

ously, there is a clear interest in finding out whether aggregating component

forecasts performs better than forecasting the aggregate directly. Aggregat-

ing forecasts of component models is potentially beneficial as forecast errors

might cancel between components. Moreover, the disaggregate components

can be better modelled by choosing a more suitable model for each com-

ponent separately and by possibly incorporating additional explanatory vari-

ables. This argument is indeed apparent in theoretical models, see Lütkepohl

(1987) and Hendry and Mizon (1999). The latter authors assume for instance

a known and constant data generation process. However, Hubrich (2001,

2005) and Benalal et al. (2004) find empirical evidence for euro area data

and across various specifications that directly forecasting the aggregate HICP

performs better than aggregating the forecasted components, especially for a

forecast horizon up to 12 months ahead. Apart from the possible efficiency

gain, a policy maker also has an interest in forecasting the HICP components

to construct a measure for core inflation, defined as HICP excluding the com-

ponents unprocessed food and energy. These two components are generally

considered more volatile and less susceptive to monetary policy.

Another important issue in this paper is the model selection procedure, for

which a new heuristic method is developed. The method involves three steps.

The first step involves the visual inspection of the data, primarily to detect

changing seasonal patterns. This step determines the general structure of the

2 In contrast, the eurosystem’s NIPE creates a euro area forecast by aggregating the individ-

ual countries’ inflation forecasts. So, the model for the euro area built in this study generates

forecasts for the area wide aggregates, while the NIPE aggregates the individual country’s fore-

casts to the euro area level.
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small-scale model. The second step involves calculating all possible models

given this structure, allowing for a small set of exogenous and endogenous

variables and variable lag lengths. Optimal statistical models are subsequently

selected according to goodness-of-fit, parsimony and/or out-of-sample fore-

casting accuracy. The final selection is based on the economic evaluation of

the statistically selected models. Especially, the long-run properties are impor-

tant in this respect.

This paper is organized as follows. In section 2, we describe our procedure

to select an optimal forecasting model. The selected models for the Nether-

lands and the euro area are described in section 3. Section 4 elaborates on the

uncertainty surrounding the forecasts. In section 5, the forecast results of the

models are evaluated. First, the recursive root mean squared forecast errors

are compared to those of random walk models and optimal autoregressive

models, both for the component models and the direct HICP models. Then,

the Dutch NIPE results are evaluated. Finally, section 6 concludes.

2 MODEL SELECTION PROCEDURE

The model selection procedure consists of three steps. The first step involves

preliminary data analyses. This step is used to select the optimal model struc-

ture. That is to say, either a vector autoregressive (VAR) model in first differ-

ences or a vector error correction model (VECM) in both first and 12 month

differences. The second step involves the computation of all possible models

given the possible set of exogenous and endogenous variables and the allow-

able lag length. The optimal models according to several statistical criteria

are subsequently shown. The last step implies the economic evaluation of the

statistically selected models in order to select the final optimal model. This

involves both an economic interpretation of the coefficients, primarily with

respect to the error correction term and an analysis of the model properties

to provide stable long-run forecasts.

2.1 Preliminary Data Analysis

The main purpose of this first step is to detect time varying seasonal patterns

as the HICP data are not seasonally adjusted. They are plotted in appen-

dix, Figure A1-A2 for, respectively, the Netherlands and the euro area. All

series in both cases are plotted in raw format, in annual inflation rates, that

is 12 month differences of the log-transformed HICP and in the monthly

change of the log price index, that is monthly inflation. The figures show

that especially the (log) sub-indices for non-energy industrial goods (P i) and

services (P s) as well as total HICP (P total) are subject to a changing sea-

sonal pattern. Particularly for the euro area but also for the Netherlands,

this change is not concentrated in just 1 month. Otherwise, a second set of



22 ARD DEN REIJER AND PETER VLAAR

seasonal dummies should be sufficient to remove the seasonality. Instead, the

pattern is filtered out of the data by taking 12 month differences. Moreover

first differences are taken to eliminate the (near) unit root in inflation. How-

ever, lagged annual inflation is also included to prevent overdifferencing. In

this way, stationarity of annual inflation, or cointegration of inflation with

other variables is allowed for. The same model is used for processed food

(P pf ) for the Netherlands, for which the seasonal pattern is less clear. Con-

cerning the series unprocessed food (P uf ), energy (P e), and P pf for the euro

zone, seasonal dummies are included in the model to capture the seasonal

effects. As these variables are clearly non-stationary, they are modelled in first

differences. Cointegration is not allowed for these models in first differences

as it appears that the economic rationale for a long-run relationship among

price levels is less obvious than among inflation rates. Moreover, even if such

a relationship would exist, it is prone to structural breaks due to for instance

indirect tax adjustments.

2.2 Statistical Criteria

Given the model structure dictated by the seasonal pattern, all possible models

given the set of explanatory variables are computed in an automated selection

procedure.3 That is to say, a model is computed for every possible combina-

tion of explanatory variables and every possible lag structure from zero up

to a maximum (usually 12).4 Moreover, the 12th lag is analysed separately as

this lag is theoretically important for monthly data. For instance, if inflation

is surprisingly low in a certain month due to an earlier start of summer sales,

it can be expected that inflation will be relatively high the next year in the

same month (unless the change in sales pattern is permanent). For models in

first and 12th differences, a negative AR(12) coefficient can also partly rem-

edy the permanent base effects of, for instance, indirect tax changes. The same

lag structure is used for all the variables included. Moreover, for the VECMs,

every possible combination of lagged 12 month differences including inflation

itself is added to check for long-run relationships (and to correct for possibly

incorrectly imposed unit roots in inflation).5

3 The forecasts of natural gas prices (part of P e) and housing rents (part of P s) for the

Netherlands are generated outside the model as they are for the time being only adjusted twice,

respectively, once a year, according to some strict rules.

4 However, some limits are imposed on the total number of variables and/or parameters in the

model in order to preserve enough degrees of freedom.

5 The selection of the long-run relationship is based on the same criteria as the variable

selection, the lag length and the inclusion of the autoregressive term at lag 12. No formal

cointegration rank tests are performed. As the left-hand side variable (the monthly change

in inflation) is clearly stationary, the 12 month differences will only enter if they are indeed

cointegrated or stationary themselves.
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Regarding the explanatory variables, both endogenous and exogenous

explanatory variables motivated by economic theory and data availability are

potentially included. Some exogenous variables are provided by the ECB

for the NIPE-exercise practice, like the future paths for policy variables and

the variables regarding the external environment of the EMU.6 Besides these

variables nominal wages are also included exogenously since overlapping con-

tracts and other institutional features make them relatively easy to predict in

the short run. Potential endogenous variables include producer prices, import

prices, the nominal money stock, industrial production, credit data, retail

turnover and business cycle indicators.

The primary selection criteria for the optimal models are modified versions

of the classical information criteria existing in the VAR literature: Schwarz

(SC), Hannan-Quinn (HQ) and Akaike (AIC). These standard criteria are

primarily used to determine the optimal lag length of a given VAR system.

They need to be modified for our goal as not only the lag length needs

to be decided, but also the choice of additional (endogenous or exogenous)

variables. Different models can hardly be evaluated on the basis of covari-

ance matrices if models with different endogenous variables are compared,

as the residuals of different equations are computed. Therefore, we calcu-

late the information criteria based only on the number of parameters and

the residuals of the inflation equation alone. A good fit for the inflation

equation alone is not enough however, to guarantee a reasonable forecast. If

the model includes other endogenous variables that can hardly be forecasted

themselves, the inflation forecast will be hampered as well. Consequently, we

also apply an alternative measure of fit widely used within the forecasting lit-

erature, namely the root mean squared forecast error. Too much focus on the

out-of-sample performance on the other hand would favour exogenous vari-

ables too much as they are included assuming perfect foresight.7 Moreover,

given our relatively short sample, it seems hardly efficient to ignore the in-

sample fit.8

The modified information criteria are therefore, based on the weighted

average of the in-sample variance of the inflation equation and the out-

of-sample forecast error variance; SC mixed,HQmixed,AIC mixed. Besides these

mixed criteria, the in-sample criteria (SC in,HQ in and AIC in) are also com-

pared as well as the root mean squared (forecast) errors both in-sample

6 With respect to interest rates and exchange rates a no-change path is implemented, whereas

futures are used to project oil and other commodity prices.

7 Including those variables endogenously instead is not an option as either the forecast is

assumed to be conditional on the exogenous variables (provided by the ECB), or because they

are included exogenously precisely because they are better forecasted using institutional knowl-

edge than with a statistical model (wages).

8 Moreover, a purely out-of-sample selection method would select overparameterised models

with positive probability (Inoue and Kilian (2005)).
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(RMSFEin)9, out-of-sample (RMSFEout) and combined (RMSFEmixed). These

nine different criteria often provide nine different optimal models. In prin-

cipal, the model selected by AIC mixed is chosen. The relatively low penalty

for extra parameters for this criterion is justified as the risk of overfitting is

mitigated by the inclusion of the out-of-sample forecast variance. The other

models might give important indications with respect to the preferred specifi-

cation as well, however. The fact that the model selection choice is not robust

with respect to the selection criterion puts some doubts on the existence of

the optimal model. This is further confirmed by a periodic evaluation of the

results. One more year of data often leads to different selected models.

2.3 Economic Evaluation

Given that different criteria prefer different models and the fact that these

choices are not very robust with respect to the addition of more data, it is

obvious that statistical criteria alone are hardly sufficient to select the opti-

mal model. Judgmental issues, based on economic criteria are important as

well. Here, three issues come to mind. First, does the choice of variables make

sense? Second, are the parameter values in the model of the right sign and

order of magnitude? Third, does the model include a stable anchor for long-

run forecasts?

With respect to the undesirable variable selection, the example for ser-

vices inflation in the Netherlands is typical. Both the within sample and the

mixed criteria selected the oil price as an important variable for services infla-

tion. In the estimated models, this was reflected in a very significant negative

contemporaneous coefficient. As there is no economic rational for such a neg-

ative impact, the oil price was not included in our preferred model. The sig-

nificance was probably due to an incidental correlation of outliers in the past.

Indeed, according to model selection criteria based on the current data set,

the oil price would no longer be selected by the mixed criteria, but the within

sample criteria would still select it. Another example is the short-term inter-

est rate. This variable showed up in the estimated models with a significant

positive contemporaneous coefficient. Due to the widely acknowledged lag in

monetary transmission, the central bank’s interest rate actions to fight infla-

tion apparently created a positive short-term relation between nominal and

real interest rates and inflation.

In addition to checking the correct sign of the parameters, most attention

regarding the order of magnitude of the coefficients is concentrated on the

error correction term. In the automatic model selection procedure, all vari-

ables in the error correction term are already checked for their sign. Apart

9 The in-sample variance is hereby computed with a correction for the number of estimated

parameters in order to get an unbiased estimate. Otherwise extra variables can only improve

the result.
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from that, implausible long-run elasticities might be remedied by slightly

adjusting the model (for instance changing the lag length).

Probably, the most important economic criterion in the evaluation of mod-

els, is the presence of a stable conditional anchor for long-run forecasts.

Here, the difference between endogenous and exogenous variables is essen-

tial. Including endogenous variables that are themselves hard to predict might

lead to the drifting of inflation forecasts to unlikely regions, especially if this

endogenous variable is included in the error correction term. Therefore for

instance, the variable M3 is not allowed to appear in the cointegration rela-

tionship. This endogenous explanatory variable is very difficult to forecast

over a longer horizon in this VECM setting, and a bad forecast would imply

a severe bias in the long-run forecast of inflation. Christoffersen and Diebold

(1998) show that error correction terms among endogenous variables alone do

not help to produce better long-run forecasts as they have expectation zero in

the long-run. Exogenous variables in an error correction term on the other

hand do positively affect long-run forecasting as they steer the long-run out-

come for the endogenous variables. Therefore, the wage development as an

exogenous explanatory variable is imposed in the error correction term of the

selected model if validated by the data. Wage development is well exogenously

predictable due to sluggishness in the wage formation process and can act as

an anchor of the model. Another anchor is formed by import prices although

they are endogenous. However, the import prices themselves are well predict-

able from (exogenous) oil price and exchange rate developments.

3 THE EMPIRICALLY OPTIMAL MODELS

We applied the selection criteria on a sample running from 1987(10) and

1990(1) until 2002(8), respectively, for the Netherlands and the euro area. The

in-sample errors are calculated from the model based on the sample up until

2000(12) and the forecasting errors are obtained from the sample 2001(1)

onwards. The model selection is based on the number of 20 forecasts, which

are generated using the realised values for the exogenous variables. The fore-

cast errors of the exogenous variables are therefore excluded in the selection

process, since the aim of the models is to produce inflation forecasts condi-

tional on the exogenous explanatory variables.10 As stated before, apart from

the components P uf , P e as well as P pf for the euro area, all models are spec-

ified in changes of 12 month differences. So, for most models this differenc-

ing implies a loss of 13 observations and a remaining sample size of T =166

and T =139 for, respectively, the Netherlands and the euro area. The sample

for fitting the model is much larger than the sample for obtaining the out-

of-sample forecast residuals. Although these forecast errors are less numerous,

10 For this reason, the Eurosystem’s BMPE uses the word ‘projection’ to indicate that the

forecast is actually conditional on exogenous assumptions.
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they get a weight of 0.4 for the mixed criteria, so as to emphasise the impor-

tance of good forecasting performance.

We find in accordance with the literature, Stock and Watson (2003), that

the forecasting track record of specific models and leading indicators is not

invariant over time. Checking the robustness of the model specification by eval-

uating out-of-sample forecasts for different time periods is further complicated

by small sample availability. Moreover, the different criteria produce different

optimal models. Therefore, the model selection procedure is rerun regularly.

The selected models for the five components and the HICP-index are pre-

sented in Table 1 for the Netherlands and in Table 2 for the euro area.

The optimal model for unprocessed food turns out to be a univariate ran-

dom walk for the Netherlands and an AR(1) process for the euro area (both

including seasonal dummies). Energy prices depend mainly on oil prices, and

in the euro area also on producer prices. The most dominating explanatory

variable for the other sub-indices is the wage rate, which is imposed and sta-

tistically validated in all cointegration relationships for both the Netherlands

and the euro area. Wages tend to be more important for the Netherlands

than for the euro area as revealed by the twice as high-Dutchlong-term

coefficients. Besides wages, a relatively dominating leading indicator for the

Netherlands is the import price index of Germany showing up in the coin-

tegration relationship for all four indices.11 For the euro area on the other

hand, the producer price index is taking this role. These endogenous variables

are themselves primarily driven by the oil price, the Euro/Dollar exchange

rate and the commodity prices excluding energy. Finally in the euro area,

unprocessed food inflation appears as explanatory variable in the index for

processed food. This index of processed food turns out to be important for

services, which can be explained by restaurant prices. A cointegrating relation-

ship between the processed food and services prices is also found by Espasa

et al. (2002). The (un)processed food prices as explanatory endogenous vari-

ables for the models of processed food and services, respectively, are forecast

according to the corresponding model specifications, even though the optimal

models for the food prices seem to be different. Using different models for

food prices might reduce positive correlation among forecast errors of these

three components of HICP.

For both areas, the small number of lags selected for all models is notice-

able. In previous specifications lag lengths of up to 12 were included, but it

seems that the few significant coefficients with longer lags are not very stable.

Over the latest sample, especially the selection criteria with relatively strong

penalty for extra parameters suggested at most one lag. For services and the

total index, the 12th lag is significant as well.

11 The German import price index is used as no monthly Dutch import price index is

available.



FORECASTING INFLATION: AN ART AS WELL AS A SCIENCE! 27

TABLE 1 – NETHERLANDS: HICP (SUB)INDICES

HICP-index P uf P pf P i P e P s P total

Exogenous – WagesNL, eC$ WagesNL, P oil P oil WagesNL, eC$ WagesNL, eC$, P oil

Endogenous – P imGE P imGE – P imGE P imGE

EC-term – P pf P i – P s P total

WagesNL WagesNL WagesNL, WagesNL

P imGE P imGE P imGE P imGE

Lags included 0 1 0 0 1, 12 12

Specification* �1 �1�12 �1�12 �1 �1�12 �1�12

*�x is defined as the x month difference of the variable. The error-correction (EC-)term is speci-

fied in annual inflation rates. The models in first differences include seasonal dummies

TABLE 2 – EURO AREA: HICP (SUB)INDICES

HICP-index P uf P pf P i P e P s P total

Exogenous – WagesEU WagesEU, P oil WagesEU WagesEU,

eC$ eC$ eC$,

poil, wmp
exe

Endogenous – P uf P prod P prod P pf P prod,

EC-term – – P i – P s P total,

P prod, P pf , P prod,

WagesEU WagesEU WagesEU

Lags included 1 1 0 1 1, 12 12

Specification* �1 �1 �1�12 �1 �1�12 �1�12

*�x is defined as the x month difference of the variable. The error-correction (EC-)term is speci-

fied in annual inflation rates. The models in first differences include seasonal dummies

4 FORECAST UNCERTAINTY

The constructed models provide a conditional forecasts for the inflation rates

in the short to medium-term. We will supplement the point forecasts gener-

ated by the models with prediction intervals that provide a quantitative con-

tent for the uncertainty surrounding them. The Bank of England quantifies

uncertainty by publishing12 density forecasts, which is an estimate of the com-

plete probability distribution of the possible future values of a variable, see

also Wallis (1999). In this study, we will use non-parametric bootstrapping

to construct a probability distribution and deduce the corresponding predic-

tion interval, see Horowitz (2001). We perform a simulation experiment in

which the error terms are drawn from the distribution of the residuals of the

12 The Bank of England has published a density forecast of inflation in its quarterly Inflation

Report since February 1996.
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estimated models. The simulation draws from the multi-variate empirical dis-

tribution to preserve the contemporaneous interdependence of the residuals

of the five models. If the bootstrap procedure would be computed for all five

categories separately, the overall HICP confidence band would become nar-

rower due to the neglected positive correlation among components.13 Wages,

the exchange rate and the oil and commodity prices are exogenous explan-

atory variables in our models by assumption. The uncertainty surrounding

these exogenous predictions is not taken into account.

The bootstrapped distribution of the inflation forecasts turns out to be

fairly symmetric, see Figure 1. The graph shows the forecasts for the Neth-

erlands and the euro area over 2002 and the first half of 2003, based on the

models given in Table 1, respectively, 2 and the realisations for the exoge-

nous variables. For both areas, two forecasts and corresponding confidence

bands are given: one based on aggregation of the models for the compo-

nents, P agg14, and one based on the model for total HICP inflation, P total.

Both model forecasts are in the centre of the confidence band. The boot-

strap median and mode are almost identical to its mean implying an almost

symmetrical bootstrap distribution. In the past, for the Netherlands we some-

times found that the point forecast was not in the middle of the confidence

band. The difference between the two was probably due to a bias in the AR-

coefficients. The bias correction methodology of Kilian (1998), which implies

using the bootstrap twice, might reduce the difference between the two under

those circumstances.

Although the models are estimated with data up until 2001, this exer-

cise is not fully out-of-sample in the sense that the data for 2002 was previ-

ously included to select the optimal models. Despite these facts, the realised

inflation in January 2002 for the euro area was clearly above the prediction

interval for the total HICP model and just on the border for the aggregate

model. The most likely reason for this under-estimation of inflation seems to

be the cash changeover to the euro. This event is not explicitly incorporated

in these forecasts.

An attractive feature of both models for both areas is that the forecast

accuracy does not deteriorate over the forecast horizon. Probably, the inclu-

sion of the error correction term including exogenous variables guarantees

reasonable long-term forecasts. Of course, this is only true in as far as we are

able to predict the exogenous variables with reasonable accuracy.

With respect to the difference between the aggregated and the total HICP

model results, for both areas the aggregated results seem better. First of all, they

13 Moreover, the confidence band is widened further since in the bootstrap procedure adds

an additional residual to the prediction in order to reflect the future uncertainty of unforesee-

able shocks.
14 The weights in the aggregation are updated yearly. Over the forecast horizon, they are

assumed constant.
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Figure 1 – Realisation and forecast of HICP inflation for the Netherlands and the euro area

follow the realised inflation more closely. Moreover, the confidence bands for

the total HICP models are wider, especially for longer forecast horizons. How-

ever, this forecast evaluation is only based on one period. In the next section,

we will evaluate the forecast performance of all models more systematically.
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5 MODEL EVALUATION

In order to systematically evaluate the models, we have computed the root

mean squared error of recursive dynamic out-of-sample forecasts (Stock and

Watson (1999)), for the model specifications given in Tables 1 and 2. For this

purpose, the realisations of the exogenous variables are used. For the Nether-

lands this includes gas prices, housing rents and radio and television (RTV)

licences. The latter is taken as exogenous as the abolition of them in January

2000 had a huge negative impact on services inflation in that year (see Figure

A1). If no account is taken of this event, the fit of the models deteriorate. Our

first out-of-sample evaluation is for the period 1998:1 up until 1999:6 based

on data up until 1997:12, whereas the last exercise involves 2003:1 up until

2004:6, leading to 61 recursive forecast errors for each horizon.

Tables 3 and 4 show the RMSFE for the Netherlands, respectively, the euro

area. The forecast errors are evaluated for the year-on-year percentage change

in the respective HICP component. The forecast errors of the estimated mod-

els are compared to those of a naive forecast, which sets all the forecasts

ahead equal to the latest observed annual inflation rate, and optimal univar-

iate AR models. The AR models are in first differences, with seasonal dum-

mies, and the lag length is chosen based on the Schwarz criterion for the full

sample. With respect to the total HICP, both the results of the own model for

total HICP and the one based on an aggregate of components are reported.

For both areas, we find that the models outperform the naive forecast

almost uniformly. For the Netherlands, this is always the case, whereas for

the euro area the up to three periods ahead model forecast for P i and the

up to 12 periods ahead model forecasts for P pf are about equally good as the

naive ones. Although, outperforming the naive forecast seems hardly demand-

ing, the results for the optimal AR models for P i and P s for the euro area

and the ones for P total and P agg show it is far from trivial. Relative to both

benchmarks, the models perform very good, although the models for P pf ,

and P i are slightly outperformed by the AR models for short horizons.

Comparing the naive forecast errors for the Netherlands with those for the

euro area, it is clear that Dutch inflation is much more volatile than infla-

tion in the total euro zone. Many of the shocks to inflation are country-

specific and these shocks partly cancel for the euro area. The exception is

energy inflation. For energy, oil prices are most important and these shocks

hit all countries at the same time. For the models, the difference in RMSFE

between the two areas is less extreme. Consequently, the improvement rela-

tive to the naive forecast is bigger for the models for the Netherlands than

for those of the euro area. For forecasts seven or more months ahead, the

Dutch model RMSFE for energy is even smaller than the corresponding euro

area one. This is probably due to the assumption of exogenous natural gas

prices.
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With respect to the advantage of splitting up the HICP index to forecast

total HICP inflation, the results are somewhat mixed. For the Netherlands,

we find that aggregation of components leads to a lower RMSFE for fore-

casts up to 7 months ahead, whereas for longer forecast horizons the oppo-

site holds. For the euro area, the aggregation method performs best for all

forecast horizons. These results imply that the dominance of the indirect

approach for 2002 and the first half of 2003, which appeared clear from Fig-

ure 1, seems to be a general feature. The relative good performance of the

aggregation method for all forecast horizons runs counter to the results of

Fritzer et al. (2002). For VAR models, they found the direct approach to

perform better for horizons up to 9 months ahead, after which the aggrega-

tion approach was to be preferred. Hubrich (2001, 2005) and Benalal et al.

(2004) on the other hand found that aggregation performed especially worse

at long horizons. Also with respect to the AR models, no common feature is

found. Whereas for the Netherlands the disaggregated approach produces bet-

ter results, the opposite holds for the euro area. In general, it seems that fore-

cast errors among HICP sub-indices are too positively correlated to be able to

gain a lot by aggregating component models.

The relatively good forecast performance of our models does of course

depend on our ability to predict exogenous variables correctly. In Tables 3

and 4, the realisations are used to make forecasts, but obviously these are not

available when making really out-of-sample forecasts. For the Netherlands, we

do have a way to check the relevance of this objection as the Dutch models

have been used for the NIPE since December 1998. Consequently, we have

totally out-of-sample forecasts for HICP inflation and its five components for

16 forecasting rounds.

In Figure 2, the root mean squared forecast errors of the NIPE projections

are shown together with the ones for the naive forecast, the optimal AR mod-

els and those generated with the currently selected models using realisations

for the exogenous variables. The squared forecast errors are averaged over all

projections that were made for a certain forecast horizon, that is 16 for 1–

11 months ahead, 12 for 12 months ahead, 8 for 13 and 14 months ahead and

3 for 15 months ahead. This explains the sudden drop in RMSFE at horizon

15.

For every HICP component, the NIPE projections outperformed the naive

and AR benchmarks almost uniformly. Compared to the model cum rea-

lised exogenous variables forecasts the results are more mixed. In principle,

there are three reasons for differences between the model forecasts and the

NIPE results. First, the assumptions regarding the exogenous variables differ.

Second, different models were used. Third, the NIPE also includes ‘add-fac-

tors’ to account for judgmental issues. Unfortunately, we do not have a com-

plete track record of the models and assumptions used. Otherwise, we could

identify the exact relevance of each of the three factors. Nevertheless, some
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Figure 2 – Root mean squared forecast error Dutch HICP inflation 1–15 months ahead

interesting conclusions can be drawn. Of the three factors, wrong assumptions

probably only lead to worse predictions. For the model specification it can go

either way, whereas judgement hopefully only improves the results.
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The only two sub-indices for which the NIPE performed systematically

worse than the model are energy and services. For energy, this is not at

all surprising as the development of oil prices is highly unpredictable and

very influential on P e. Moreover, gas prices, which account to almost 40%

of Dutch energy budget, also sometimes moved more than expected. With

respect to services, the result is partly due to the abolition of RTV licences in

January 2000, which was not foreseen in the NIPE projections of 1999. The

figure also shows the impact of ignoring this event for our selected model. It

is clear that the model falls apart, as the NIPE now outperforms the model.

Besides this effect, the housing rents, which accounted for about 30% of the

Dutch services budget, were not always perfectly predictable.

Given the relatively big forecast errors for energy and services, it is surpris-

ing to see that for the overall index P agg the NIPE performs even slightly bet-

ter than the model forecast, even though both are based on the sub-indices.

Apparently, the correlation among HICP components was higher for models

with correct exogenous variables than for the NIPE. Consequently, the disad-

vantage of not knowing the future values of exogenous variables was compen-

sated enough by the possibility to add judgement.

6 CONCLUSION

This paper describes the procedures we use to predict monthly Dutch and

euro area HICP inflation. The HICP prediction is constructed by aggregat-

ing forecasts for the five HICP sub-indices unprocessed food, processed food,

non-energy industrial goods, energy and services, whereas total HICP is also

modelled directly for comparison reasons. All models are linear vector auto-

regressive or error correction models, possibly including exogenous variables.

In order to select the appropriate models, the first step is a visual inspec-

tion of the data. Those price indices, which show a clear changing seasonal

pattern are modelled in both first and 12 month differences including an error

correction term representing long-run equilibrium relationships between infla-

tion and other variables (if they have the correct sign and reasonable order

of magnitude). Price indices without clear structural breaks in seasonal pat-

tern (unprocessed food and energy) are modelled in first differences. Here, no

error correction term is included. The second step involves the calculation

of all potential models, using a small set of exogenous and endogenous vari-

ables. We select the best models according to nine different statistical selection

criteria, using both in-sample goodness-of-fit, parsimony and out-of-sample

forecasting accuracy. In the third step, the optimal models are chosen, based

both on the statistical criteria and economic evaluation. Especially, the long-

run properties are important here. Expected wage developments form a very

important anchor in this respect.
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Once an appropriate model is chosen, all available data are used to gen-

erate forecasts. Foreseeable shocks over the forecast horizon (for instance a

change in indirect taxes) are incorporated ex-post. According to a recursive

root mean squared forecast error evaluation exercise, all models outperform

the naive forecast and optimal AR models on most forecast horizons. The

comparison between the errors of forecasting the aggregate directly or aggre-

gating the forecasts of the components shows a clear preference for aggre-

gating in the euro area. For the Netherlands for short forecast horizons

aggregating is better, but for longer horizons the direct approach is to be pre-

ferred. These evaluations do depend on perfect knowledge of future values for

exogenous variables however.

For the Netherlands, a fully out-of-sample exercise is performed by evaluat-

ing the first 16 NIPE rounds. The forecast performance of the NIPE projections

is even slightly better than the one for the selected models with perfect fore-

sight of exogenous variables. Again, the naive forecast is outperformed on every

forecast horizon for every (sub-)index. Apparently, judgement more than com-

pensates for the lack of knowledge on the future values of exogenous variables.

Indeed, forecasting inflation seems to be an art as well as a science!

Overall, the robustness of the inflation forecasting models, both with respect

to the selection criterion used and over time, is not encouraging though. The

optimal model is not likely to exist, making regular evaluation of models and

the permanent good use of common sense all the more important.

APPENDIX DATA

The sample period of the data set is October 1987, respectively, January 1990

for the Netherlands and the euro area until August 2002. Table A1 lists all

the variables that are currently included. Apart from these selected variables,

other variables have been tested but are not selected in the final models.

TABLE A1 – DATA, NOTATION AND SOURCE CODE

Variable Notation External source

Harmonised index of consumption prices

Euro area

HICP Peatotal Eurostat

HICP unprocessed food Peauf Eurostat

HICP procecessed food Peapf Eurostat

HICP industrial production excl. Energy Peai Eurostat

HICP energy Peae Eurostat

HICP services Peas Eurostat

Netherland

HICP Pnltotal Eurostat
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TABLE A1 – continued

HICP unprocessed food Pnluf Eurostat

HICP processed food Pnlpf Eurostat

HICP industrial goods excl. Energy Pnli Eurostat

Variable Notation External source

HICP energy Pnle Eurostat

HICP services Pnls Eurostat

Endogenous variables

Import price index Germany P imGE Federal statistical office germany

Producer prices (euro area) P prod BIS

Exogenous variables

Euro/dollar exchange rate eC$ ECB

Oil price (Brent crude) in euro P oil IFS / Bloomberg a)

Hourly wages industry, euro area WagesEU b)

Hourly wages private sector, Netherlands WagesNL CBS

Commodity prices (excl.energy) in euro Wmpexe HWWA a)

a)Recent data as well as projections for the forecast horizon are obtained from the ECB. The pro-

jections are based on futures prices
b)The euro area hourly wage is an average of the individual country’s hourly wage rates, weighted

by the GDP-share in 1995. For Belgium, Denmark, Spain, Finland, France, Greece and Ireland

only data on quarterly basis is available. This is interpolated to monthly data by the Lisman-pro-

cedure. Portugal and Luxembourg are not considered due to lack of data. Moreover, a 12-months

centered moving average is applied to smooth the aggregated hourly wage rate in order to get

more reliable parameter estimates
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Figure A1 – HICP (sub)indices in original, monthly and annual inflation format for the

Netherlands
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